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ABSTRACT
This paper proposes a simple estimation of the quality of
student oral presentations. It is based on the study and
analysis of features extracted from the audio and digital
slides of 448 presentations. The main goal of this work is
to automatically predict the values assigned by professors
to different criteria in a presentation evaluation rubric. Ma-
chine Learning methods were used to create several models
that classify students in two clusters: high and low perform-
ers. The models created from slide features were accurate
up to 65%. The most relevant features for the slide-base
models were: number of words, images, and tables, and the
maximum font size. The audio-based models reached up to
69% of accuracy, with pitch and filled pauses related features
being the most significant. The relatively high degrees of ac-
curacy obtained with these very simple features encourage
the development of automatic estimation tools for improving
presentation skills.

Categories and Subject Descriptors
I.5.2 [Pattern Recognition]: Design Methodology—Fea-
ture evaluation and selection, Pattern analysis

General Terms
Human Factors, Measurement

Keywords
Multimodal Learning Analytics; presentation skills; slides
features; audio features

1. INTRODUCTION
The ability to perform a good oral presentation is one of

the student outcomes most undergraduate programs aim to
develop in their students [30]. There are some courses in-
cluded in program curricula that encourage the development
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of such skills. Nevertheless and despite the importance of
cultivating these skills, teachers struggle between the time
they need to lecture and the one devoted to giving feedback
to their students [26] when they do presentations. Lecturers
invest much time in attending to these presentations, writing
critiques and remarks about students’ speech performance
and revising digital slides, the common multimedia support
for presentations [9]. Giving on-time feedback and nurture
presentation skills is not an easy task, some studies focus on
the design and development of an instructional approach to
improve the student presentation skills and the role of some
instructional variables in its development [18] [6] [22].

To optimize professors’ time, automatic methods for eval-
uating and giving feedback could be implemented. In oral
presentations, beyond the presenters’ skill to transmit their
ideas through verbal and non-verbal cues [5], it is well known
the importance of using slides as a visual supporting mate-
rial [16]. The objective of using slides is making presenta-
tions more structured and interesting to the audience [9].
Traditionally, automatic evaluation of presentations focus
mainly on extraction of just one kind of cues, being those
usually visual or audio cues [10]. This work explores several
simple audio features based on the prosody of the speech for
automatic assessment of the quality of presentations. How-
ever, professors use more than just the audio and the video to
assess presentations. Another source of evaluation evidence
is the quality of the multimedia support materials that are
used alongside the presentation, most commonly some type
of slide show. Although it has been demonstrated that the
slide quality has a direct influence in the perceived qual-
ity of a presentation by the audience [8], features related
with slides design have received very little research atten-
tion. This work will extract features from digital slide files
such as readability, number of images, and visual impact
among others. This work will combine these two sources
into a multimodal analysis of the presentations and estima-
tion of its quality. This analysis will be conducted over an
oral presentation dataset that includes 448 individual audio
files and the corresponding 86 digital slide files.

The study is structured as follows: first, a section about
work related to the topic of this paper is presented; next,
the dataset and characteristics of the features in the dataset
are included. Section 4, depicts the analysis and results
obtained using Machine Learning Methods. In Section 5, the
authors discuss the results from previous section. Finally, in
Section 6 the conclusions of this paper are given as well as
possibilities for further research.
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2. RELATED WORK
Teachers need to effectively give feedback to their stu-

dents. At the same time, students should know beforehand
the criteria that are used to evaluate their presentations.
These needs lead to the creation of many rubrics for evalu-
ating oral presentations. Some include performance criteria
such as: presenters’ voice, volume or tone, corporal features
and slides’ quality. Although, the measurement of these
features is usually conducted by other human beings (pro-
fessors or fellow students) [26], it could also be performed by
an automated system based on digital image processing, dig-
ital audio processing and machine learning algorithms that
could produce the values required in the rubric.

In this work, the student audio during the presentation
was recorded for analysis. Several other works report about
automated audio features that could be used to determine
the quality of the presentation. For example in [28], au-
tomatic extracted prosodic features and personality assess-
ments were combined and analyzed to classify speakers as
professionals or non-professionals. In another example, the
audio has been extracted to analyze how much cognitive
work the students do [17]. By analyzing features such as ar-
ticulation rates and pauses, it could be determined how well
the students perform. Also, there has been previous studies
in which the audio was extracted from speech to determine
how well the person can speak certain language [27] or to
determine the liveliness in a presentation [19]. However, to
the knowledge of the authors, there exists no literature about
how other audio features, such as pitch, could determine the
quality of the presentation.

Automatic slides evaluation is an under researched topic.
Few studies related to slides characteristics have been de-
veloped. An example is PPSGen [20], which generates well-
structured presentation slides from academic papers. Due to
the fact that academic papers have always a similar struc-
ture, this system can produce an acceptable result. Cooper
[13] developed a presentation-video-retrieval system using
automatically recovered slides and spoken text. In this work,
the slides are analyzed from the video recorded presenta-
tions. Text is captured from the image sequences via opti-
cal character recognition (OCR) and spoken information is
also retrieved from video presentations via automatic speech
recognition (ASR). This set of features are used to make
corrections of indexes and consequently facilitates video re-
trieval. In addition to the above studies, there are a variety
of studies that try to determine which features should be
taken into consideration to assess the quality of multimedia
support materials. McKenzie [21] presents several guidelines
and rubrics related to the quality of slides presentations.
These guidelines are related to the text and other elements
commonly used in presentations. Regarding to text usage,
one guideline proposes to use not more than a dozen of words
in a single slide. As for the font size, it is advised that it has
to be large enough for being legible and with sufficient con-
trast between background and text of the slide. However, to
the knowledge of the authors, there is no research that has
reported about automatic analysis of slides design features
and their impact on the perceived quality.

3. DATASET

3.1 Description
The data analyzed in this work corresponds to the au-

dio and slides information included in the Oral Presentation
Quality dataset available to the participants of the Third
International Multimodal Learning Analytics Workshop and
Challenges (MLA 2014), which seeks to solve the following
questions: a) How multimodal techniques can help the as-
sessment of presentation skills?, and b) how good is a group
presentation based on the individual performance (audio,
video and posture) and the quality of the slides used?

This dataset was composed by 448 multimodal recordings
on 86 oral presentations of undergraduate student groups.
Each student group contained an average of four speakers.
The dataset also included human-coded information about
the quality of the presentation. The human coding was
recorded with a rubric that measured: a) speech organi-
zation, b) volume and voice quality, c) use of language, d)
slides presentation quality, e) body language and f) level of
confidence during the presentation. Table 1 shows all evalu-
ation criteria used to assess the quality of the oral presenta-
tion. The score goes from 1 (low) to 4 (high). The students
of each group were evaluated individually using these met-
rics. The evaluation of the metrics related to the slides was
the same for all group members.

For more information about the dataset, the reader could
review its description page1.

3.2 Extracted features
In order to obtain the features that were used to predict

the quality of the oral presentations, each mode (audio and
slides) was analyzed. This section describes these features
and the procedure used to extract them.

3.2.1 Slide features
Each group in the dataset had created a slide presenta-

tion. Those slide files were automatically processed to obtain
relevant features. The feature selection was guided by the
hypothesis that the less text, colors, and objects the slides
had, the better they were. This hypothesis is supported by
Bulska [8]. With this consideration, two main approaches
were followed to obtain the slide features.

The first approach consisted in the individual analysis of
the 86 files in PowerPoint format that each group of students
presented. This analysis was performed to obtain a first set
of features related to the number of images and font sizes
used in the slides. A macro was programmed to automati-
cally calculate the total number of words, charts, tables and
images, as well as, the minimum and maximum size of the
fonts and maximum number of different font sizes per slide.
The extracted features from presentations using the macro
were the following:

• Total number of images (TNI)
• Minimum font size (MINFS)
• Maximum font size (MAXFS)
• Maximum number of different font sizes

per slide (MAXDFS)
• Total number of words (TNW)
• Total number of charts (TNC)

1MLA 2014 Oral Presentation Quality Dataset:
http://www.sigmla.org/datasets/
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Table 1: Evaluation criteria used for scoring the student oral presentations

Speech
Organi-
zation

Volume / Voice Language Slides Presentation Body Language Confidence
during the
presenta-
tion

Structure
and Con-
nection
of Ideas

Relevant
informa-
tion with
good
pronun-
ciation

Adequate
voice
volume
for the
audience

Language
used in
presen-
tation
accord-
ing to
audience

Grammar Readability Impact
of the
Visual
design of
the pre-
sentation

Posture
and
Body
Lan-
guage

Eye Con-
tact

Self Confi-
dence and
Enthusiasm

• Total number of tables (NT)

The second approach used for extracting relevant slide
features was to analysis each slide of the PowerPoint file as
a gray JPEG image to calculate its entropy. The entropy of
the image is a proxy to determine the level of contrast in the
slides. The objective to calculate the entropy is to identify
how readable were the slides in a presentation. For exam-
ple, it is common in undergraduate student presentations
to select background colors similar to the font color in the
slide. This selection results in slides that are difficult to be
read by the audience. The entropy of an image, considering
the spread of grey level values in its histogram, measures
how much different tonalities are used. Thus, a flat image
will have a zero entropy. On the other hand, a high entropy
value is obtained when pixels take values all over the avail-
able range [23]. The entropy of each slide was calculated and
then its maximum, minimum, average and standard devia-
tion were computed too. A MatLab script was implemented
to analyze each PowerPoint file and extract the following
features:

• Minimum Entropy value (MINENT)
• Maximum Entropy value (MAXENT)
• Average of Entropy values(AVGENT)
• Std. dev. of Entropy values (STDENT)

3.2.2 Audio features
In order to avoid over fitting, noisy audio files were re-

moved from the dataset, resulting in 384 audio recordings
to be processed. Three different approaches for extracting
audio features were used.

The first approach was an analysis of some prosodic fea-
tures which have been shown to characterize the liveliness
of the speaker. A lively voice is described as one that varies
in intonation, rhythm and loudness; qualities that can be
obtained analyzing the pitch of the speaker [19]. The soft-
ware Speech Analyzer v3.12 was used to get the pitch using
a 20ms windows size. This size value was selected since it
corresponds to a maximum pitch period. This information
was used to calculate the following features for each student
intervention:

• Minimum pitch value (MINP)
• Maximum pitch value (MAXP)
• Average pitch value (AVGP)
• Pitch standard deviation value (STDP)

2Speech Analyzer Software
http://www.sil.org/computing/sa/index.htm

In order to improve pitch extraction a gender discrimina-
tion analysis was performed. Each audio file was tagged to
specify the gender of the speaker. A Snack Sound Toolkit 3

script was implemented to extract the pitch from the audio
using ESPS pitch tracker method [31]. Pitch extraction was
performed using a 75ms window size and 60-400Hz for males
and 75-600Hz for females pitch window size. The following
features were extracted using this process:

• Minimum pitch value (MINESPSP)
• Maximum pitch value (MAXESPSP)
• Average pitch value (AVGESPSP)
• Pitch standard deviation value (STDESPSP)

The second approach was a speech rate analysis, which
has demonstrated correlation with important aspects of a
speaker such as persuasiveness and credibility [4]. This skills
allow the speakers to transmit their ideas with more confi-
dence. The speech rate related features were extracted and
are described as follows:

• Speech rate (SR): The number of syllables divided by
the total duration in seconds of each participant pre-
sentation.

• Articulation rate (AR): The number of syllables di-
vided by the speaking time.

• The Average Syllable duration (ASD): The ratio of the
speaking time over the number of syllables.

The number of syllables was extracted by counting the
detected syllables nuclei. The SyllableNuclei Praat script
by Nivja de Jong was used for the extraction of number of
syllables and thus obtaining the speech rate features men-
tioned above. A syllable nuclei is identified by locating the
peak of a syllable which is usually present in the vowel of
the syllable. For detecting each syllable nuclei the inten-
sity peaks were calculated along all the audio file. Since
intensity peaks that are preceded by dips are considered to
be potential syllable nuclei, only those peaks with a defined
dip value were kept, the rest discarded. Also, since pitch ex-
traction is very effective for separating the audio in silence
and voiced parts, it was calculated throughout all the pre-
sentation audio file, aiming to discard peaks that are present
during silence segments of the audio. The rest of peaks were
considered as syllable nuclei. A more detailed explanation
of how the script works, together with a validation of its
effectiveness can be found in [15].

3Snack Sound Toolkit
http://www.speech.kth.se/snack/
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Figure 1: Distribution of F1 standard deviations.

As to ASD, Koopmans-van Beinum and Van Donzel [24]
also found that greater values of ASD occurs when the speaker
pauses for structuring ideas or making personal comments,
making more natural and comprehensible a speech. It is ex-
pected that excessively lower and greater values correlates
negatively with the perceived speech quality.

The third approach was a speech fluency analysis, based
on measuring the presence of filled pauses due to their re-
lation with the fluency of a speech [2]. Since formant in-
formation of the speech outstands in the detection of filled
pauses, a formant based technique similar to the presented
by Audhkhasi [3] was used.

Wavesurfer4 was also used to compute the first and second
formants F1 and F2, which were calculated at a frame rate
of 10ms. The standard deviation of each formant F1 and F2,
measured as STDF1 and STDF2 respectively, was computed
separately to determine the stability of the formants with a
window of 6 frames. STDF1 and STDF2 were distributed
on histograms of 50 bins having values from 0 to 200 Hz.
Fig. 1 shows a histogram calculated for an audio file from
the dataset.

The distribution of STDF1 and STDF2 for normal speech
tends to be scattered over most of the histogram, in contrast
to the speech with filled pauses, in which the distribution is
accumulated at the left side in a given frequency point (FP);
this is because formants tend to keep static when a filled
pause occurs. As a measurement of the filled pause presence,
the ratio of the sum of the frequencies at the left side of a
given frequency point in the histogram was divided over the
sum of all its values for F1 and F2; these formant features
are named F1R and F2R when FP = 100Hz and F1R2 and
F2R2 when FP = 40Hz. Only the left side of the histogram
was considered for the ratio, because as mentioned before,
the greater number of filled pauses presence, the greater the
accumulation of lower standard deviation of frequencies in
the histogram. Thus, it is expected that the participants
with greater number of filled pauses in their presentations
have greater F1R, F2R, F1R2 and F2R2 values.

The formant features are described as follows:

• F1R, F1R2, F2R, F2R2 : The accumulation of the left-
most side histogram of standard deviation of the fre-
quencies of formants F1 (with FP = 100Hz and FP =
40Hz) and F2 (with FP = 100 and FP = 40Hz), di-

4Wavesurfer Software
http://sourceforge.net/projects/wavesurfer/

Table 2: Evaluation criteria used for predicting levels of do-
main related to presentation skills

For slide features
Readability (RD)

Impact of the Visual design of the presentation (IVD)

For audio features
Relevant information with good pronunciation (RIGP)

Adequate voice volume for the audience (AVV)

Self Confidence and Enthusiasm (SCE)

vided by the sum of all the histogram frequencies for
each formant.

4. ANALYSIS AND RESULTS

4.1 Analysis Methodology
Two evaluation approaches were conducted to predict the

presentation skills of the students. The first approach was
performed using the features of the slides and the second us-
ing the extracted audio features. Each approach was paired
with the corresponding set of criteria (coded by humans)
which relate to the features being measured. Those criteria
are presented in Table 2.

Each evaluation was composed of three phases: prepro-
cessing, training and testing. The preprocessing phase refers
to the action of filtering the dataset in order to improve the
classification results. In the preprocessing phase all features
were normalized and centered. Then a correlation ranking
metric was used to perform a feature selection. The second
phase was training. In this phase, the features of a random
sample of 90% of the students are fed into different ma-
chine learning algorithms in order to create a classification
model. Finally, the features of the remaining 10% of the
students are used as a test set to validate the accuracy and
performance of the classification model. The training and
testing are repeated 10 times in what it is called a 10-fold
cross-validation. The software Weka v3.6.115 was used in all
phases.

The classification of students were discretized into high
and low performers, due to giving better classification ac-
curacy results than using a wide range of values. Thereby,
the human generated criteria were combined and clustered
into two categories before the training phase. For example,
to determine the quality of slide presentation, the criteria
“Readability” (RD) and the criteria “Impact of the visual
design of the presentation” (IVD) are added. This new cri-
teria (RD+IVD) has values from 2 to 8 because the individ-
ual criteria had a value between 1 and 4. A simple rule is
used to group those values into two different categories. If
the RD+IVD value is lower than 5, those students belong
to the first class (C1). On the other hand, if the RD+IVD
value of the student is higher or equal to 5, it is considered
in the second class (C2). This step was performed both to
the slide and audio criteria. Tables 3 and 4 show the classes
created.

In the training and testing phases several basic supervised
classifiers were used. Two decision tree classifiers: J48 [29]
and Random Forest [7]; one rule-based classifier: JRIP [12];

5Weka Software
http://www.cs.waikato.ac.nz/ml/weka/
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Table 3: Classes for slides classification

Human-
codes

Class Range

RD+IVD
C1 >= 0 and < 5
C2 >= 5 and <= 8

Table 4: Classes for audio classification

Human-codes
used Class

Range

RIGP+AVV+SCE
C1 >= 0 and <= 2.5
C2 > 2.5 and <= 4

RIGP
C1 >= 0 and <= 2.5
C2 > 2.5 and <= 4

AVV
C1 >= 0 and <= 2.5
C2 > 2.5 <= 4

SCE
C1 >= 0 and <= 2.5
C2 > 2.5 and <= 4

two lazy classifiers: IBk (k=5) [1] and KStar [11]; and two
function classifiers were Logistic Regression [25] and Sup-
port Vector Machine (SVM) [14]. This phase was performed
using the default values of the Weka explorer.

Finally, a classifier feature evaluation, using the classifier
with best results, was performed to analyze which features
it considered the more relevant.

4.2 Results

4.2.1 Slides evaluation approach
In preprocessing, features Total Number of Workds (TNW ),

Total Number of Tables (NT ), Total number of images (TNI )
and Maximum Font Size (MAXFS) had a correlation value
greater or equal than 0.1 and were selected for the model.
Then, the training and testing phases were performed; Table
5 shows the results. While the KStar and Random Forest
classifiers have better results than other classifiers, it can
be concluded that a 65% of accuracy can be reached. This
means that the selected features can determine if a student
will obtain a low or high performance on the combination of
“Readability” and “Impact of Visual Design on the Presen-
tation” criteria (RD+IVD) 65% of the time.

The KStar was selected to perform the classifier feature
evaluation. Table 6 shows the ranked values obtained.

4.2.2 Audio evaluation approach

Table 5: Obtained results for the classifiers using slides fea-
tures

Classifier accuracy F-measure ROC Area
J48 0.588 0.577 0.572

Random Forest 0.671 0.671 0.699
IBk 0.612 0.605 0.680

KStar 0.694 0.691 0.697
JRip 0.647 0.644 0.630

Logistic 0.624 0.612 0.685
SVM 0.565 0.499 0.519

Table 6: Slides features ranked by KStar

Rank Feature Ranked value
1 TNW 64.706
2 TNI 61.176
3 NT 58.824
4 MAXFS 58.824

In this approach, four evaluations were conducted, one for
each combined criteria presented in Table 4. For the “Rel-
evant information with good pronunciation” (RIGP) and
“Adequate voice volume for the audience” (AVV ) evalu-
ations, an additional preprocessing step was carried out.
First, in both datasets, students with values lower than 4
and greater than 2 were discarded, since they produced high
level of unbalance. Later, the resulting students were sep-
arated in two folds (C1 and C2) balanced by using Spread
Subsample filter from Weka. The results are presented in
Table 7.

For the classification on the combined criteria RIGP +
AVV + SCE, models were able to reach a 60% of preci-
sion, with J48 and Random Forest performing better than
other classifiers. The best ranked features are shown in Ta-
ble 8. Pitch standard deviation (STDESPSP) and average
(AVGESPSP) are the two most important features.

For the classification based on the performance for the
individual criteria of “Relevant information with good pro-
nunciation” (RIGP), “Adequate voice volume for the audi-
ence” (AVV ) and “Self Confidence and Enthusiasm” (SCE)
the results are also shown on Table 7. The best classifi-
cation reached 67% for RIGP (Logistic classifier), 69% for
AVV (JRIP classifier) and 63% for SCE (Logistic classifier).

The best classifying features extracted for the pronunci-
ation (RIGP) are presented in Table 9. Pitch and filled
pauses features seem to be important to predict the quality
of the pronunciation. For the volume (AVV ) the results can
be seen in Table 10. Here pitch related features are the most
important to obtain high scores related to volume and voice
quality evaluation. Finally, for the confidence and enthu-
siasm (SCE), the results are presented in Table 11. Filled
pauses feature and the articulation rate (AR) are deemed
influential in the perception of the self-confidence and en-
thusiasm of the student.

5. DISCUSSION
Most of the results found in the previous analysis confirm

the hypothesis of the authors, but some were unexpected
and warrant further research.

5.1 Slides evaluation discussion
In the analysis of the slide features, it was expected from

existing literature and common sense, that the Total Num-
ber of Words (TNW ) is the most important feature to de-
termine if slide presentation is good or not. Having slides
with large amounts of text is one of the main signals that the
visual aid is not really helping the presentation. The num-
ber of images (TNI ) is the second most important feature.
The impact of this feature is positive, meaning that a large
number of images is correlated with better slides. Number
of tables (NT ) is third with a negative relation (more ta-
bles, lower grade) and the Maximum Font Size (MAXFS) is
fourth with a positive relation (larger font, higher grade).
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Table 7: Obtained results for the classifiers using audio features

Learner
accuracy F-measure ROC Area

RIGP+
AVV+
SCE

RIGP AVV SCE RIGP+
AVV+
SCE

RIGP AVV SCE RIGP+
AVV+
SCE

RIGP AVV SCE

J48 0.612 0.634 0.578 0.623 0.594 0.604 0.568 0.623 0.598 0.549 0.565 0.648
Random Forest 0.605 0.625 0.627 0.636 0.604 0.619 0.626 0.636 0.620 0.636 0.681 0.647

IBk 0.589 0.598 0.602 0.612 0.589 0.593 0.602 0.613 0.628 0.625 0.611 0.644
Kstar 0.548 0.464 0.590 0.605 0.542 0.464 0.582 0.603 0.587 0.510 0.618 0.619
JRIP 0.594 0.643 0.687 0.597 0.593 0.641 0.686 0.594 0.593 0.610. 0.685 0.580

Logistic 0.587 0.670 0.639 0.633 0.584 0.669 0.638 0.628 0.608 0.716 0.663 0.648
SVM 0.602 0.598 0.645 0.618 0.596 0.589 0.643 0.605 0.596 0.598 0.645 0.601

Table 8: Audio features based on RIGP + AVV + SCE
ranked by J48

Rank Feature Ranked value
1 STDESPSP 60.207
2 AVGESPSP 59.948
3 F2R 57.623
4 F2R2 55.297
5 AVGP 54.78
6 MAXP 52.455
7 F1R2 50.904
8 AR 50.904
9 SR 50.904

10 ASD 49.871

Table 9: Audio features based on RIGP ranked by Logistic

Rank Feature Ranked value
1 AVGP 63.3929
2 F2R2 62.5
3 STDESPSP 61.6071
4 MINESPSP 59.8214
5 F2R 59.8214
6 STDP 58.9286
7 AVGESPSP 58.9286
8 MAXESPSP 58.0357
9 SR 55.3571

10 AR 53.5714
11 ASD 53.5714
12 F1R2 51.7857

Table 10: Audio features based on AVV ranked by JRip

Rank Feature Ranked value
1 STDESPSP 66.8675
2 AVGESPSP 65.6627
3 F2R2 63.253
4 AVGP 53.253
5 MINP 61.4458
6 ASD 57.8313
7 F2R 56.6265
8 SR 56.0241
9 MAXP 55.4217

10 F1R2 54.8193
11 STDP 51.8072
12 AR 51.8072
13 MAXESPSP 43.9759

Table 11: Audio features based on SCE ranked by Random
Forest

Rank Feature Ranked value
1 F2R 58.39793
2 AVGP 58.13953
3 F2R2 56.07235
4 AR 54.52196
5 STDESPSP 54.00517
6 AVGESPSP 53.74677
7 F1R2 51.67959
8 ASD 50.90439
9 MINESPSP 50.64599

10 MAXP 50.64599
11 F1R 50.3876
12 SR 47.54522

Other slide features that were thought to be important re-
sulted in having no relevance for the analysis. The entropy
obtained from the slides, though appearing promising, was
found to be not important to determine the quality of the
slides. For example, the standard deviation of the entropy
(STDENT ) feature cannot predict the readability of a pre-
sentation because, generally, the design of the slides do not
vary throughout the presentation. The minimum entropy
(MINENT ) feature was not relevant either since most pre-
sentations contained slides which had a single title, and a
plain background, which affected this feature and it was
not relevant for the whole presentation. The feature that
was expected to be of high significance, the average entropy
(AVGENT ) feature decreased the classifier accuracy value
in all cases.

A further analysis could be conducted by measuring the
time of the students per slide, since the some slides have
different purposes compared to others. In future works, this
could help to obtain new features, such as number of slides
words, images, or charts, per time period. This could be
relevant as well to decide if a presentation was good or not.

5.2 Audio evaluation discussion
As for audio analysis, in all the criteria, features related

to filled pauses were significant into the estimation of the
performance. In general, it was found that F2 related fea-
tures were more relevant than F1 ones, since the F2 has been
shown to be more precise when detecting filled pauses [3].
Moreover, pronunciation (RIGP) and confidence and enthu-
siasm (SCE) are highly related to these features. This result
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reinforces the common sense notion that less use of filled
pauses is an indicator of a good speaker.

Furthermore, for pitch related features, it is noted that in
most evaluations the minimum and maximum pitch values
are not good indicators for detecting presentation skills, in
contrast to standard deviation, which has been found to be
highly correlated to the perceived speech quality, since it
measures the variation of intonation of the speaker that is
one of the criteria for a successful presentation [10]. How-
ever, the positive significance of the average pitch in the
pronunciation, volume, and confidence and enthusiasm cri-
teria is not easy to explain. One interpretation is that gen-
der plays a role in the perceived quality of the presentation,
given that pitch is also an indicator of gender. While not
conclusive, this result warrants further research in the topic.

Regarding speech rate features, it has been found that
they have relevance only when it comes to evaluation of
self-confidence in a speech, which is a desired skill for eval-
uation. In this study, only the articulation rate (AR) was
significant, in contrast with speech rate (SR); this result
can be explained by the existence of long pauses during the
speech for presenting multimedia material or due to tech-
nical issues during the presentation. In this case, SR may
have been affected since it considers the length of all the au-
dio file, contrary to AR, which only considers the duration
of the speaking time giving a more precise measurement of
speech rate.

6. CONCLUSIONS
This paper presents the estimation of quality of student

presentations, measured using human-generated criteria, through
models created from features extracted from slides and recorded
audio of those presentations.

The features extracted from slides, such as number of
words, number of tables, and number of images were able
to support a model that reached 65% of accuracy classify-
ing between what the professor considered good and bad
slide presentations. The generated model could be used to
construct a slide analysis tool that could provide automatic
feedback to the students before the presentation, only re-
quiring them to upload the slides. The proposed tool could
provide direct information on what aspects of the slide pre-
sentation to improve, for example: “Reduce the amount of
words per slides”, “Use bigger fonts”, etc.

The features extracted from the audio recordings, related
to use of filled pauses and the pitch average and variation,
were able to produce models that classified between good
and bad oral presentations according to different criteria,
such as pronunciation, volume and enthusiasm between 60%
and 67% of the time. While the filled pauses features could
be used to build tools similar to the one proposed for the
slides, the relation of pitch with gender warrants further re-
search, in the role that being male or female has on the
perceived presentation quality, in order to discard any ex-
perimental bias.

A final conclusion of the work is that even simple fea-
tures from audio and the slide files could already produce
better-than-guessing models to estimate the grade that a
human would assign to different criteria of a student presen-
tation rubric. These results are encouraging to continue the
research on other multimodal features that combined with
the simple features proposed in this work, could improve the
accuracy of automatic estimation tools. These tools can be
used both by the teacher in providing feedback to the stu-

dents, or even by the students to receive early feedback for
their presentation skills before performing in front of profes-
sors or fellow students.
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